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Today

• Gaussian mechanism: motivation
• (𝜖, 𝛿)-differential privacy
• Gaussian analysis
• Truncated Laplace mechanism
• Stable histograms
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Gaussian noise
• Suppose we have 𝑓:𝒰! → ℝ"
• Consider the Gaussian mechanism
𝐴 𝑥 = 𝑓 𝑥 + (𝑍#, … , 𝑍") where each 𝑍$ ∼ 𝑁(0, 𝜎%)

• Density of 𝑁(0, 𝜎%) is ℎ 𝑧 = #
& %'

exp − (!

%&!

• This does not satisfy 𝜖-differential privacy
ØWhy?

Ø
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𝝐, 𝜹 -Differential Privacy
• A randomized algorithm 𝐴:𝒰∗ → 𝒴 is (𝜖, 𝛿)-differentially 

private if 
for all neighboring data sets 𝑥, 𝑥′:
for all events 𝐸:

• Two probability distributions 𝑃, 𝑄 on the set same 𝒴 are 
(𝜖, 𝛿)-close if for all events 𝐸 ⊆ 𝒴,

We write 𝑃 ≈",$ 𝑄
• Same term and notation for random variables whose 

distributions are close 
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Privacy Loss Random Variable
• Given mechanism 𝐴 and neighboring data sets 𝑥, 𝑥′, 

𝐿),)" 𝑧 = ln
Pr 𝐴 𝑥 = 𝑧
Pr 𝐴 𝑥+ = 𝑧

• For 1-dimensional Gaussians: 
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From Privacy Loss to DP
• Lemma: Suppose that for all neighboring 𝑥, 𝑥+,

Pr
,∼. )

(𝐿),)" 𝑦 ≤ 𝜖) ≥ 1 − 𝛿.

Then 𝐴 is (𝜖, 𝛿)-differentially private.
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1-d Gaussian mechanism
• Proposition: If 𝑓:𝒰∗ → ℝ and 𝐺𝑆0 ≤ Δ, then the 1-d 

Gaussian mechanism with 𝜎 = 1 % 23(%/6)
8

is (𝜖, 𝛿)-
differentially private
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Multivariate Gaussian: ℓ𝟐 sensitivity
• Given 𝑓:𝒰! → ℝ", let 

Δ% =

• For example, say we have a list of 𝑘 counting queries
ØHow many people are men, how many are Asian, how many 

are diabetic, …
ØLaplace mechanism tells us to add noise 𝑘/𝜖 per entry
ØBut Δ! =
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Multivariate Gaussian Analysis
• Proposition: If 𝑓:𝒰∗ → ℝ and 𝐺𝑆0 ≤ Δ, then the 1-d 

Gaussian mechanism with 𝜎 = 1 % 23(%/6)
8

is (𝜖, 𝛿)-
differentially private
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