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Problems with marked with an asterisk (*) are more challenging or open-ended.

1. (Factorization example) Consider the following set of linear queries, expressed as a matrix:

F =


1 0 1 0
1 −1 1 −1
1 1 1 1
0 1 0 1


What is ‖F‖1→2 and what is the (expected ℓ2-norm) error of the gaussian mechanism for these
queries? Find a factorization RM = F with strictly lower error. [Note: there is a relatively simple
factorization with lower error, but we did not work out what the best factorization is.]

2. (Composing factorizations) Suppose we already have a good factorization RM = F for one set of
queries F (e.g. threshold queries). Now suppose someone comes along with another set of queries
F′ such that R′F = F′ (e.g. interval queries). Suppose we answer F′ privately in the following way:
run the factorization mechanism with R,M to answer F and then transforming its answers using R′.
Express the error if this new mechanism in terms of appropriate quantities involving R,M,R′.

3. (Binary tree as a factorization mechanism)

(a) Express the binary tree mechanism from Lecture 9 as an instance of factorization. Specically,
for the domain U = {1, . . . , 8}, and the set of threshold queries 𝑓𝑡 (x) = 1

𝑛
· #

{
𝑗 : 𝑥 𝑗 ≤ 𝑡

}
for

𝑡 = 1, . . . , 8, write the matrix F, the matrixM describing the set of queries in the binary tree,
and the matrix R describing how to reconstruct the answers to the threshold queries.

(b) In the binary tree mechanism, there are queries for which we can get two independent estimates.
For example, the number of points in {1, ..., 𝑡} can be estimated through (a) adding the noisy
counts for log𝐷 intervals to the left of 𝑡 , and (b) 𝑛 minus the sum of noisy counts for log𝐷
intervals to the right of 𝑡 .
Combining two independent estimates with the same noise distribution reduces variance (say,
by averaging). Will the matrix mechanism capture this kind of optimization automatically, or
does it lie outside of the class of algorithms captured by the mechanism?

(c) Express the binary tree mechanism and its error analysis for a general domainU =
{
1, . . . , 2ℓ

}
as a factorization mechanism. [Notes: I suggest just getting the idea of what it looks like and
how the relevant matrix norms scale with |U|, since writing it with precise notation is going to
be a mess. Also you shouldn’t be concerned if your error bound isn’t quite the same as it was
in Lecture 9, because we’re analyzing the mechanism for Gaussian noise instead of Laplace,
and ℓ2 error instead of the maximum error.]
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