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Adam Smith (based on materials developed with Jonathan Ullman)

Problems with marked with an asterisk (*) are more challenging or open-ended.
1. Medians. Suppose we want to find the median of a list of real numbers x = (x, ..., x,) that lie in
the set {1, ..., R}.

Consider an instantiation of the exponential mechanism based on the following score function: For
every y € {1,...,R}, let

n
q(y;x) = - > sign(y - x:)
i=1
where
1 ifz>0,
sign(z) =40 ifz=0,
-1 ifz<o0.

If all the input values are distinct, this score is 0 exactly when y is a valid median for x. In general,
the score will be minimized at the true median.

(a) Show that g has sensitivity at most 1 when neighboring data sets are allowed to differ by the
insertion or deletion of one entry.

(b) Let A, be the algorithm one gets by instantiating the exponential mechanism with score
q, parameter ¢ and output set YV = {1,..,R}. Show that there is a constant ¢ > 0 such
that: for every data set x, for every R and ¢ < 1, and for every f € (0, 1), the probability
that A.(x) samples a value y with |rank(y) — n/2| > ¢ - M is at most . Here

ranky(y) € {0, 1, ..., n} is the position y would have in the sorted order of x.

For this part, it is ok to assume distinct data values, so that the rank of a value is uniquely

defined.

[Hint: How does ranky(-) relate to q(-;x)? Look at the ratio between the probability mass of a
true median and the probability mass of an element with very low or high rank.]



