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Problems with marked with an asterisk (*) are more challenging or open-ended.

1. Consider the class of 3-way marginal queries. Suppose data records are 3-bit vectors (soU = {0, 1}3 ).
For any three distinct features 0, 1, 2 ∈ [3], the marginal table C0,1,2 (x) is an 8-dimensional vector with
the frequencies in x of all 8 = 23 possible combinations of values for features 0, 1, 2 . We can think ofthe
table as 8 linear queries. The set of 3-way marginal queries contains all possible 3-way marginal tables.

(a) What are< and  for this class of queries?
(b) For error U , what is the sample size required by the accuracy bound we proved for simple Gaussian

noise, the projection mechanism, and MW-EM?
(c) If U is constant, which of these methods provides hte best ℓ∞ guarantee? Does the answer change

if we are just interested in an ℓ2 guarantee?

2. What is the running time of MW-EM? Assume ) is given, and that it takes Θ(1) time to evaluate
i8 (I) for each 8 ∈ [:] and each potentia data record I in U. Assume that real arithmetic operations
(exponentiation, summation, etc) take constant time. [If it is easier, you can assume the exponential
mechanism is replaced with report-noisy-max.]
Compare the running times of the Gaussian and MW-EM mechanisms on three-way marginal queries.

3. What kinds of synthetic data distributions can MW-EM generate?
(a) Show that the distributions pC generated by the MW updates have the following feature: there

exists coe�cients 21, ..., 2: (depending on the interaction so far with the DP interface) such that
FC (I) = exp

(
21i1(I) + · · · + 2:i: (I)

)
=

∏:
8=1 4

28i8 (G) for each I ∈ U.
(Side note: You can also show that at most C of the coe�cients are nonzero.)

(b) Fix the data universe toU = {0, 1}3 and consider the class of one-way marginals: these simply ask
for the frequency of 0’s and of 1’s in each of the 3 binary attributes.
Show that running MW-EM for this class of queries can only produce distributions pC under which
the 3 attributes are independent.

4. What loss of generality is there in producing synthetic data as output for query release? Not much, it
turns out. Suppose we have a di�erentially private algorithm that, for every x ∈ U= , produces as output
a ist of : values a = (01, ..., 0: ) such that ‖a − Fhx‖∞ ≤ U .

(a) Show that we can post-process the algorithm’s outputs to produce a synthetic data distribution
p̂ such that ‖Fp̂ − Fhx‖∞ ≤ 2U . [Hint: Search over Δ( [<]) to �nd a p̂ for which ‖Fp̂ − a‖∞ is as
small as possible.]

(b) (*) Give a post-processing algorithm that runs in time ?>;~ (<,:, 1/U) and produces a p̂ such that
‖Fp̂ − Fhx‖∞ ≤ 3U . [Hint: Use mutiplicative weights!]

1


